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ABSTRACT
Collaborative tagging systems allow users to use tags to de-
scribe their favourite online documents. Two documents
that are maintained in the collection of the same user and/or
assigned similar sets of tags can be considered as related
from the perspective of the user, even though they may not
be connected by hyperlinks. We call this kind of implicit re-
lations user-induced links between documents. We consider
two methods of identifying user-induced links in collabo-
rative tagging, and compare these links with existing hy-
perlinks on the Web. Our analyses show that user-induced
links have great potentials to enrich the existing link struc-
ture of the Web. We also propose to use these links as a
basis for predicting how documents would be tagged. Our
experiments show that they achieve much higher accuracy
than existing hyperlinks. This study suggests that by study-
ing the collective behaviour of users we are able to enhance
navigation and organisation of Web documents.

Categories and Subject Descriptors
H.5.3 [Group and Organization Interfaces]: Web-based
interaction; H.5.4 [Hypertext/Hypermedia]: User issues

General Terms
Experimentation, Human Factors

Keywords
Collaborative tagging, Folksonomy, Hyperlink

1. INTRODUCTION
Hyperlinks, or simply links, are probably the most im-

portant elements on the Web, as their existence is the rea-
son why the Web is a web: they allow Web users to jump
from one hypertext document to another, making naviga-
tion through the Web possible. Very often only the author
of a hypertext document can decide on which other docu-
ments this one can link to. While there are personalised
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portal sites that general dynamic content based on, for ex-
ample, the preferences or habits of the users, the majority of
hyperlinks are created from the perspective of the authors.
While such perspective may be necessary when hyperlinks
are created for navigation within a Web site, such author-
created hyperlinks can be limited when they come to direct
Web users to relevant or potentially interesting documents.

In recent years, there has been a surge in the popularity
of user-contributed content on the Web. In particular, tags
are extensively used on many Web sites by users to organ-
ise and share online resources. In some social bookmarking
sites such as Delicious, Web users maintain a collection of
documents (Web pages identified by their URLs) that are
categorised by their chosen tags. In general, two documents
that are in the collection of the same group of users or that
are assigned similar sets of tags can be considered as related
to each other. From the perspective of hyperlinking, two
such documents should be linked to each other such that
Web users accessing the first one can be recommended the
second one, and vice versa. This leads to an interesting ques-
tion regarding collaborative tagging: when two documents
are tagged by the same group of users or are assigned simi-
lar tags, are they linked to each other? If not, how different
are these two types of links, namely existing hyperlinks and
user/tag similarity, between the documents?

In this paper, we describe two different methods to dis-
cover this kind of implicit relations–what we call user-induced
links–between documents from a folksonomy. We investi-
gate how these user-induced links between the documents
are different from existing hyperlinks on the Web. We show
that user-induced links are more likely to link documents
that are from different Web sites and are highly related to
each other in terms of their content. We also propose to
use user-induced links in predicting the tags of a document.
Experiments show that user-induced links provide more ac-
curate prediction than existing hyperlinks. Our study sug-
gests that there are differences between the perspectives of
authors and readers, and that the link structure on the Web
can be greatly enhanced by taking the collective user be-
haviour in social Web sites into consideration.

We first give a brief description of collaborative tagging in
the next section, and describe in detail the notion of user-
induced links in Section 3. We then present our analysis of
these links in Section 4, and describe our method of predict-
ing tags of documents in Section 5. We discuss the implica-
tions of our findings in Section 6, and mention some related
studies in Section 7. Finally Section 8 concludes the paper.
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2. COLLABORATIVE TAGGING
Collaborative tagging systems such as Delicious1 and Li-

braryThing2 have become very popular among Web users in
recent years. They allow users to use freely-chosen keywords–
commonly known as tags–to describe and categorise their
favourite online resources. For example, a user can post a
bookmark of the homepage of BBC (http://www.bbc.co.uk/)
to Delicious, and assign to it tags such as tv, media and
sports. As tags from different users are aggregated, the
tags become an overall description of the document and can
be used to facilitate future retrieval.

Collaborative tagging systems are considered to have a
number of advantages over traditional methods of organis-
ing information [12, 16], as evidently shown by their popu-
larity among general Web users and its application on a wide
range of Web resources. In particular, their distinguishable
features include the flexibility and freedom offered by these
systems to Web users in comparison to traditional systems
that usually involve predefined taxonomies or categories. In
addition, these systems are quick to adapt to changes in
the vocabulary among users, and are therefore particularly
favoured by users in the technological domain.

The collaborative tagging activities of participating users
result in a user-generated categorisation scheme commonly
known as a folksonomy. In general a folksonomy consists of
at least three types of elements [13, 21], namely users, tags
and Web documents. Users actively assign tags to Web
documents in collaborative tagging systems. Tags are key-
words chosen by users to describe and categorise Web doc-
uments. Depending on the design of the systems, tags can
be a single word, a phrase or a combination of symbols and
alphabets. Finally, documents refer to the objects tagged
by the users in collaborative tagging systems, which can be
Web pages, images, videos or even physical objects such as
books.

As we are mainly interested in the interrelations between
the three types of elements in a folksonomy, additional in-
formation such as the time at which a tag is assigned is less
relevant. In addition, our primary source of data, Delicious,
does not allow any subsumption relations between tags to
be defined. Hence, we adopt a basic model of folksonomy
which involves only the three basic elements.

Definition 1. A folksonomy F is a tuple F = (U, T, D, A),
where U is a set of users, T is a set of tags, D is a set of
Web documents, and A ⊆ U×T ×D is a set of annotations.

3. USER-INDUCED HYPERLINKS
Hyperlinks in a Web document are generally created by

its author. It is conceivable that these hyperlinks may not
be adequate from the perspective of the readers of the docu-
ment. Henzinger [5] mentions two types of hyperlinks, those
for navigation and those for recommendation. Recommen-
dation links point users to other documents that contain
information related or complementary to the current doc-
ument. It is possible that an author cannot always ensure
that his document has hyperlinks pointing to all of the other
relevant documents (or even the most important ones). Use-
ful recommendation links may also be absent because some
highly relevant documents are created by rivals of the au-

1Delicious: http://delicious.com/
2LibraryThing: http://www.librarything.com/”

thor and they may be competing to attract more readers.
However, from the perspective of the readers, such links can
be very valuable.

We argue that collaborative tagging systems such as De-
licious offer new opportunities to study how similar or re-
lated Web documents are grouped together from the per-
spective of the users. There are actually two different ap-
proaches to discover implicit relations between documents in
a folksonomy (as opposed to the explicit hyperlinks between
documents). Firstly, given the large number of tags that
have been assigned to the documents, implicit links can be
found by calculating the similarity between the sets of tags
assigned to the documents. For example, [11] describe a
system called GiveALink, which involves a global semantic
similarity network to capture relationships among resources,
and suggest that semantic similarity can be treated as an al-
ternative way of navigating the Web by suggesting users to
visit a page similar to the one being visited.

Secondly, a folksonomy is actually quite similar to Web
logs and search engine query logs in the sense that it also
contains information about the preferences of users under
different topics, which are represented by the tags contributed
by users. In a Web log or a query log, two documents can
be considered as related when users visit both of them in
the same context. Similarly, two documents that have both
been assigned a particular tag by a large number of users
in a folksonomy can be considered as related to each other
with respect to the topic represented by the tag. An implicit
link can therefore be established between them.

In other words, implicit links between documents in a
folksonomy can be discovered by mainly two different ap-
proaches: (1) examining the tags that have been assigned to
the documents, or (2) analysing the collective behaviour of
the users who have tagged the documents. As implicit links
in a folksonomy are resulted from the collaborative tagging
activities of participating users, we call them user-induced
links. In the following sections, we will discuss in detail
these two approaches of discovering user-induced links.

3.1 Similarity of Assigned Tags
The first approach of discovering user-induced links in a

folksonomy is to calculate the pair-wise similarity between
documents based on their tags, and single out those that
achieve a certain level of similarity. The similarity between
two documents can be measured using many different ap-
proaches. Given that documents are characterised by words,
similarity is most naturally determined by comparing the set
of keywords that are deemed representative of the content of
the documents. Such a set of keywords can be extracted by
stop-words filtering and weighting schemes such as TF-IDF
[17]. A straightforward method of measuring similarity is to
use the Jaccard coefficient:

Sim(Ta, Tb) =
|Ta ∩ Tb|
|Ta ∪ Tb|

(1)

where Ta and Tb are the sets of keywords of documents a
and b respectively.

However, such simple measure does not take into account
the importance of different keywords. It is natural that cer-
tain keywords are more central to the content of a document
such that they should be given more considerations. In in-
formation retrieval, documents are usually characterised by
term vectors [10] in a vector space. A term vector is a vector
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whose elements indicate the importance of the chosen key-
words to the document. Similarity between two documents
can be measured by using he cosine similarity calculated on
the two respective term vectors:

csim(v1, v2) =
v1 · v2

||v1|| × ||v2||
where v1, v2 ∈ Rn.

Alternatively, one can also consider a document d as char-
acterised by a tuple Wd, which involves a set Td of tags and a
weighting function wd(t) that maps a tag t to its normalised
weight representing its importance to the document:

Wd = (Td, wd) (2)

where

Td = {t|∃u, (u, d, t) ∈ A} (3)

wd(t) =
|{(u, d, t)|∃u s.t. (u, d, t) ∈ A}|
|{(u, d, t′)|∃u s.t. (u, d, t′) ∈ A}| (4)

By using this representation of a document, we introduce
two different measures for assessing the similarity of two doc-
uments. The first similarity measure is a weighted version of
the Dice coefficient [9] that is widely used in set comparison:

Simw(Ta, Tb) =

∑
t∈Ta∩Tb

wa(t) + wb(t)∑
t∈Ta

wa(t) +
∑

t∈Tb
wb(t)

(5)

which can be simplified to

Simw(Ta, Tb) =

∑
t∈Ta∩Tb

wa(t) + wb(t)

2
(6)

because
∑

t∈Td
wd(t) = 1 as weights of the tags are nor-

malised. This weighted Dice coefficient returns a higher sim-
ilarity value if the two documents share keywords of higher
importance (larger weights).

The second similarity function we introduce here is based
on the normalised discounted cumulative gain (NDCG) [7].
NDCG is a performance measure mainly used in informa-
tion retrieval research to evaluate rankings of documents ac-
cording to their relevance. It measures how good a ranking
algorithm is in assigning suitable ranking to relevant docu-
ments. For example, if we have three documents {d1, d2, d3}
whose relevance scores are (3, 2, 1) respectively (higher score
means more relevant), then a ranking (d1, d2, d3) will attain
a higher NDCG than another ranking (d3, d1, d2), because
the first one assigns higher ranks to documents that are more
relevant.

Here, we borrow the idea of NDCG to measure the sim-
ilarity of two documents based on their tags and the as-
sociated weights. Assume that we have two documents d1

and d2, and we now want to assess how similar d2 is to
d1. For d1, we have a list of tags organised in descend-
ing order of their weights, (t1, t2, ..., tn), whose weights are
(wd1(t1), wd1(t2), ..., wd1(tn)). We treat the tags of d1 as
items to be retrieved and ranked, and treat their weights as
their relevance scores. As a result, the list of tags of d2 can
be considered as a ranking result produced by some ranking
algorithm to reproduce the list of tags of d1 as accurately
as possible. In this way, two documents with the same set
of tags and same ordering according to their weights will
achieve an NDCG of 1, two documents that share no tags
at all will result in an NDCG of 0. It should be noted that
unlike the weighted tag similarity the NDCG similarity mea-
sure is asymmetric.

Formally, calculating the NDCG similarity of d2 to d1 re-
quires several steps. Firstly, lists of tags of the two doc-
uments are prepared, with the tags ordered in descending
order of their weights:

ld1 = (td1,1, td1,2, ..., td1,n) (7)

ld2 = (td2,1, td2,2, ..., td2,n) (8)

Secondly, the discounted cumulative gain (DCG) at position
p is calculated by:

DCGp = wd1(td2,1) +

p∑
i=2

wd1(td2,i)

log2 i
(9)

Thirdly, we need the ideal discounted cumulative gain (iDCG)
at position p, which is the DCG at position p when tags are
ranked exactly according to their weights (the ideal case).
It is used to normalise the DCG obtained using the above
equation such that the final NDCG value varies in the range
of 0 to 1.

iDCGp = wd1(td1,1) +

p∑
i=2

wd1(td1,i)

log2 i
(10)

Finally, the NDCG value is calculated by simply obtaining
the ratio between DCG and iDCG:

NDCGp =
DCGp

iDCGp
(11)

Given these similarity measures, it becomes possible to
discover user-induced links between pairs of documents that
are similar to each other. One important issue in using sim-
ilarity to discover implicit links is that we are likely to dis-
cover a huge number of implicit links. This is because it
is very likely for the documents to share one or two very
general tags that are, however, not particularly related to
each other in terms of their content, and would nevertheless
achieve none zero similarity. Hence, a threshold value of
similarity should be specified in other to narrow down the
results to a reasonable and useful set of implicit links. In
summary, the process of discovering user-induced links using
one of the similarity measures can be represented by func-
tion that takes the set of documents, the chosen similarity
measure and the similarity threshold as parameters:

Gs(D, Sim, threshold) = {(di, dj)} (12)

3.2 Association Rule Mining
The second approach of discovering implicit links involves

finding out pairs of Web documents that have both been
tagged by the same group of users, probably with the re-
striction on the same tag or same set of tags. In other words,
we try to identify these links by studying user preferences.
The method for identifying such pairs of Web documents
can in fact be readily borrowed from the data mining re-
search area. The task of mining association rules from large
databases [1] aims at identifying implicit patterns within
a large database of transactions. In traditional association
rule mining, a classic example would be that people who
buy bread and butter in the supermarket are very likely to
buy milk as well. Borrowing such idea to the context of col-
laborative tagging, the problem becomes one of identifying
pairs of Web documents such that when users have tagged
one of them they are very likely to tag the other one as well.
In other words, we can use the technique of association rule
mining to discover these user-induced links.
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Formally, let D = {d1, d2, ..., dn} be a set of Web docu-
ments, and C be a database of document collections. Each
cu ∈ C represents the set of documents that have been
tagged by the user u. In traditional association rule min-
ing, let X and Ik denote sets of items, rules can assume the
form of X =⇒ Ik, meaning that the presence of X in a cer-
tain transaction implies a high probability of the presence
of Ik in the transaction. However, in the case of identifying
user-induced hyperlinks, it is not very helpful to discover
something like ‘d1, d2 and d3 should altogether have a link
to d4’, as links should be originated from a single document
to another single document. Hence, we will focus on discov-
ering association rules in the form of di =⇒ dj .

Two major concepts in association rule mining are sup-
port and confidence. In our context, support of a set of
documents is defined as the proportion of collections in the
database that contain the set of documents:

supp(X) =
|{cu|X ⊆ cu, cu ∈ C}|

|C| (13)

In general, we aim at discovering rules that have large sup-
ports. This is because a larger support implies that the rule
involves documents that are more popular among the users.
Therefore rules of larger supports will find themselves more
useful in the future.

Confidence of a rule di =⇒ dj , on the other hand, is
defined as the proportion of collections in the database in
which the rule is correct:

conf(di =⇒ dj) =
supp({di, dj})

supp({di})
(14)

In general, we also want the confidence of a rule to be as
high as possible. The confidence of a rule actually corre-
sponds to the extent to which the rule is a valid one. A
rule that has a higher confidence would mean that it would
be more likely to obtain a correct result when the rule is
applied. In the context of discovering user-induced links
in folksonomies, a higher confidence means that the user-
induced link is deemed appropriate by more users and there-
fore it is more likely that such a link would benefit other
users as well.

Similar to the case of NDCG similarity, user-induced links
discovered by using association rule mining are not symmet-
ric. The existence of the rule di =⇒ dj does not imply the
existence of the rule dj =⇒ di, because the two rules would
have different levels of support and confidence. In summary,
the process of discovering user-induced links in a folksonomy
using association rule mining can be represented by the fol-
lowing function:

Gu(D, C, min supp, min conf) = {(di, dj)} (15)

4. ANALYSIS OF USER-INDUCED LINKS
By using the two methods described above, we identify

user-induced links in data collected from Delicious and com-
pare them with existing hyperlinks in terms of several dif-
ferent aspects. In performing the analysis and comparison,
we focus on whether the links (including existing hyperlinks
and user-induced links) can be considered as good recom-
mendation links. While it can be a subjective judgement of
whether a link makes good recommendation to a user, we
believe there are several aspects of a link that we can study
to answer the question. These aspects include whether a link

connects two documents from the same domain/Website, the
similarity between documents on the two ends of a link, and
whether users are equally interested in the linked documents.
We will perform our analysis along these dimensions.

4.1 Data Collection
To conduct the experiments, we collect data from Deli-

cious, which is one of the most popular collaborative tag-
ging systems. The documents submitted by the users cov-
ers a wide range of topics. Since Delicious contains a huge
amount of data, and one can usually only obtain a relatively
small subset of it, the collected data will be very sparse if
we collect in a random manner. Hence, we collect data on
a per-tag basis. We first collect at random 130 tags from
Delicious by looking up the popular tags. Then for each of
these ‘seed tags’ we go on to crawl Delicious to obtain a set
of documents that have been assigned the tag, along with
all the users who have tagged the documents. Altogether
we have about 130 thousand unique documents, 1.2 million
unique users and 0.8 million unique tags. On average we
have about 1,200 documents for each seed tag. This data
set is an expanded version of the one used in another study
of ours that concerns expertise in folksonomies [15].

To obtain the existing link structure among the collected
documents, we download each of them and parse the HTML
source code to identify their outgoing links. Since our ex-
periments focus on the characteristics of the documents on
the two ends of a link, we do not consider links that point
to documents not in our data. At the end of this process we
have 56,900 links. The maximum number of outgoing links
for a document is 58, and the maximum number of incoming
links is 240.

4.2 Results
We identify user-induced links between the documents in

each of the 130 data sets (corresponding to the 130 seed tags)
by the two proposed methods using different parameters.
For the similarity approach, we vary the similarity threshold.
As this approach tends to return a lot of user-induced links,
we only focus on links between documents with similarity
of at least 0.5. For the association rule mining approach,
we set the minimum support at 100 and vary the minimum
confidence level. We find that very few user-induced links
achieve a confidence level of 0.5 or above. While we can also
vary the minimum support in our experiments, we are more
interested in user-induced links that are supported by a rela-
tively larger number of users, thus reflecting the preferences
of a large community, hence we fix the minimum support in
our experiments.

Table 1 shows the number of user-induced links generated
by using different methods and parameters. An obvious dif-
ference between the different methods is that the use of tag
similarity generates far more user-induced links than the
use of association rule mining. This actually reflects a ma-
jor difference between the two methods. In using similarity,
we compare the tags of different documents, since we focus
on a group of documents with a particular tag at a time,
the documents are already confined to a single (though very
general) topic. As a result, the diversity of tags found in this
group of documents is far smaller than the diversity of users
who are interested in these documents, thus resulting in a
much higher ‘tag similarity’ than ‘user similarity’ among the
documents.
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Figure 1: Percentage of user-induced links connecting documents from the same domain.
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Figure 2: Percentage of user-induced links that are existing hyperlinks.

Association Rule Weighted Similarity NDCG Similarity

Conf. Links Thres. Links Thres. Links
> 0.10 75 > 0.50 11,724 > 0.50 15,294
> 0.15 39 > 0.55 7,371 > 0.55 10,897
> 0.20 20 > 0.60 4,279 > 0.60 9,969
> 0.25 13 > 0.65 2,696 > 0.65 8,981
> 0.30 10 > 0.70 1,545 > 0.70 8,050
> 0.35 10 > 0.75 667 > 0.75 7,356
> 0.40 9 > 0.80 516 > 0.80 6,806
> 0.45 7 > 0.85 408 > 0.85 6,466
> 0.50 6 > 0.90 366 > 0.90 6,240

> 0.95 355 > 0.95 6,125

Table 1: Average number of induced links generated
for each tag data set by different methods using dif-
ferent parameters. The figures are averaged over
the 130 data sets collected from Delicious.

While we note that weighted similarity and NDCG simi-
larity have a high correlation (r ≈ 0.85), there are actually
some differences between the two. Although both similarity
measures consider the weights of the tags, NDCG puts much
more emphasis on matching tags that are most important.
Consequently, if two documents have their a few most pop-
ular tags in the same order, they are very likely to attain a
higher value in NDCG similarity than in weighted similarity.
As a result, we see that NDCG similarity gives us a lot more
induced links than weighted similarity.

4.2.1 Number of Same-Domain Links
One important function of hyperlinks is to allow users to

navigate from one hypertext document to another, especially
those within the same Web site. Arguably, it would be more
beneficial to a user if links point to some documents exter-
nal to the current Web site, which should provide relevant
information different from that available in the current one.
For example, links from a blog post in one blog to blog posts
in another blog would be more informative in general than
links to blog posts within the same blog. Hence, it would

be interesting to compare this aspect in existing hyperlinks
between the documents and links induced from the tagging
behaviour of Web users.

For each of the existing hyperlinks and the induced links,
we check whether the documents at the two ends of the
link are from the same domain. We do this by comparing
their URLs and see if they have the same domain name.
For example, a test on http://developer.apple.com/ and
http://support.apple.com/ will be positive as they are
both under the domain name of apple.com. We note that,
however, this may overestimate the number of links con-
necting documents from the same Web site. This is be-
cause two URLs having the same domain name but differ-
ent sub-domain names may as well be referring to two dif-
ferent Web sites. For example, we may want to consider a
blog at http://userA.blogspot.com/ and another blog at
http://userB.blogspot.com/ as two different Web sites, al-
though they are both under the same domain. In practice,
these subtle differences may be difficult to distinguish from
one another when automatic processing of the URLs is in-
volved. Nevertheless, since we compare the different types
of links on the same basis, this should not be considered as
a problem.

Figure 1 shows the percentage of links that connect doc-
uments from the same domain for user-induced links gen-
erated by using the three different methods. We note that
for existing hyperlinks about 33% of them are between doc-
uments from the same domain, and the probability of hav-
ing such a same-domain link in our data sets is about 15%.
Firstly, we see that only about 1-4% of user-induced links
generated by association rule mining are connecting docu-
ments from the same domain. This is much lower than that
of existing hyperlinks and by chance, suggesting that users
are very unlikely to be interested in multiple documents from
the same domain.

The graphs of the links generated by similarity of as-
signed tags seem to suggest that there is a difference between
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weighted similarity and NDCG similarity. However, taking
the different number of links generated in the two cases into
consideration, this difference is only due to the different dis-
tribution of links among the similarity level. The number of
links generated by NDCG similarity that attain a similarity
level of 0.95 is greater than that generated by weighted sim-
ilarity that attain a similarity level of 0.60. This shows that
NDCG is less fine-grained than weighted similarity, and it
is relatively easier to achieve high similarity in NDCG. The
graph for weighted similarity suggests that links in which
documents are more similar are more likely to be from the
same domain. When we pick some of these links for fur-
ther investigation, we see that many of these links are be-
tween a series of documents addressing the same topic in a
blog, or tutorials of highly related applications. Neverthe-
less, compared to existing hyperlinks, there are much fewer
user-induced links that connect documents from the same
domain.

4.2.2 Coincidence between Existing Hyperlinks and
User-induced Links

In addition to examining the domains of linked docu-
ments, another way to study the usefulness of user-induced
links is to see whether such links already exist between the
documents. If user-induced links coincide with existing hy-
perlinks, it suggests that users are satisfied with the existing
hyperlinks and do not pay much attention to other docu-
ments linked. On the other hand, if user-induced links are
mostly new, it means that there are user interests and per-
spectives that existing hyperlinks have not captured.

Figure 2 shows the percentage of user-induced links that
coincide with existing hyperlinks. The graphs seem to show
that user-induced hyperlinks generated by association rule
mining are more likely to be existing hyperlinks, and that
those generated by NDCG similarity are less likely to be so.
However, we again have to take into account the different
numbers of links generated in different cases. Since there
are a lot more user-induced links based on similarity than
those based on association rule mining, it is understandable
that the formers coincide much fewer existing hyperlinks.

The result for induced links generated by association rule
mining is particularly interesting. This is because given the
relatively few user-induced links in this case, the overlap
between these and existing hyperlinks is at most about 13%.
This shows that a hyperlink does not necessarily connect
documents both of which users find interesting or useful. In
other words, users tend to find out related documents by
other means because there are no hyperlinks between them.
It is possible that two documents are not directly linked but
can be reached by two or more hops on the Web graph.
However, as shown in Table 2, only a very tiny portion of
documents that are not directly linked can be reached by
more hops.3 In addition, one may suggest that users do
not tag both documents connected by a link simply because
of the existence of the link: it is sufficient to save one of
them which will lead the user to the other. However, given
that all these documents have been tagged by some users, it
suggests that all these documents deserve to be bookmarked
for future retrieval.

3It is possible that a path exists by traversing documents
that are not in our data sets. However this is beyond our
scope as that requires the knowledge of the global Web
graph.

Path Length Frequency Percentage
∞ 6,442 89.26%
1 439 6.08%
2 132 1.83%
3 57 0.79%
4 42 0.58%
5 29 0.40%

> 5 76 1.05%

Table 2: User-induced links and the lengths of the
shortest paths between the documents concerned.

To get a better understanding of the user-induced links,
we look into documents that are connected by these links
but not by existing hyperlinks. We find that many of the
user-induced links are (1) between blog posts of highly re-
lated topics, (2) news articles on the same topics, (3) Web-
sites offering applications of similar functionalities, and (4)
Q&A pages of some portal sites. In all these cases, there
are some reasons that hyperlinks do not exist. For example,
the author of a document may not be aware of other related
documents (as in 1 and 2), or two Websites are competing
for readership because they offer similar content (as in 3),
or the system is not designed to be aware of the similarity
of its content (as in 4).4

The results of similarity-based user-induced links are less
surprising given the very large number of links generated.
However, they do show that existing hyperlinks are very in-
adequate when they come to recommend related documents
to the users. There are just much more related documents
out there than those to which hyperlinks within a document
point to. Of course, it would not be practical for a document
to be linked to all of, for example, the 10,000 documents that
contain related materials. Nevertheless, the results suggest
that there are clearly room for improvement for existing hy-
perlinks.

4.2.3 Similarity and User Preferences
The two approaches for generated user-induced links are

completely different from each other. Association rule min-
ing concerns with the preferences of the users, and a link is
generated if enough users are interested in two documents,
regardless of the similarity between them. On the other
hand, the similarity-based approach generates links based
on the tags assigned to the documents, regardless of whether
there are many users interested in the documents on the two
ends of the links. In this section, we investigate whether the
links generated by one method satisfy the requirement of
the other method.

Figure 3 graphs the similarity between documents con-
nected by user-induced links generated by association rule
mining. We can see that all the pairs of documents at-
tain high similarity in the two similarity measures. It shows
that pairs of documents that are interested by many users
are actually very similar to each other with respect to the
tags assigned to them, which are indicative of their top-
ics. We also calculate the similarity between documents
connected by existing hyperlinks for reference. As shown
in Figure 3, existing hyperlinks achieve about 0.62 in both
similarity measures, which is much lower than those achieved

4Case 4 is likely to be found on FAQ documents provided
by authors. In many user-contributed Q&A sites like Ya-
hoo! Answers, similar questions and answers are usually
recommended to the users by the systems.
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Figure 3: Average similarity of pairs of documents on the two ends of user-induced links generated by
association rule mining. ‘E’ refers to the results obtained for existing hyperlinks.
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Figure 4: Number of users that have tagged both documents on the two ends of a link. It can be seen that
relatively very few users express explicit interests in documents linked by existing hyperlinks or user-induced
links generated by tag similarity.

by user-induced links. This result for existing hyperlinks is
expected because many of them serve navigational purposes
and therefore it is not uncommon for their sources and des-
tinations to involve content of different topics (e.g. a link
back to the front page of a Web site or a link from a blog
post to the profile of the blogger).

Next, we investigate whether similarity-based user-induced
links connect pairs of documents that are interested by many
users. Figure 4 graphs the number of users that have tagged
both documents on the two ends of a link. For both existing
hyperlinks and similarity-generated user-induced links, we
see a power law-like distribution of the number of overlap
users. In other words, there are only a very small number of
links that connect documents both of which are interested
by a large number of users, and there are a large number of
links for the opposite case. Hence, contrary to the findings
in user-induced links generated by association rule mining,
high similarity does not guarantee high user preferences. It
may suggest that users are much more selective and do not
only consider the similarity between two documents. It may
also suggest that given the large amount of information users
choose to focus on a small number of documents that are re-
lated and are useful from their own perspectives.

Putting the findings described in this section together,
we can see that explicit user preferences (association rule
mining of user collections) represent better filters of use-
ful relations between documents that similarity measures.
The former satisfies both user preferences as well as topical
similarity between the documents, whereas the latter does
not necessarily produce links that are interested by many

users. Nevertheless, both approaches can be considered as
useful means for identifying implicit relations between doc-
uments that are not captured by existing hyperlinks, as our
experiments show that user-induced links offer much new
information that cannot be found in existing hyperlinks.

5. TAG PREDICTION
The analysis of user-induced links shows that links gen-

erated by association rule mining of user collections usually
connect documents that are highly related to each other,
as judged by the similarity between their tags. This result
inspires us to use this particular kind of user-induced links
to predict tags of a document. Given that documents con-
nected by user-induced links have highly similar sets of tags,
aggregating the tags of documents linking to a chosen doc-
ument is probably a good way of predicting the tags of this
document. It is suggested that tag prediction has several
useful applications in collaborative tagging, such as enhanc-
ing annotation and retrieval of resources [6].

5.1 Proposed Method
To predict the tags of a certain document, we first need

to identify the other documents that have a link to this
document. Let G = (DG, LG) be a graph with a set D of
vertices representing documents and a set L of arcs repre-
senting links between the documents. We consider both a
graph Gw of existing hyperlinks and a graph Gu of user-
induced links generated by using association rule mining of
user collections. For a document dx in the graph, the set of
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documents that have a link to dx is given by:

PG(dx) = {d|(d, dx) ∈ LG} (16)

Our hypothesis is that documents in PG(dx) contain infor-
mation related to the content of dx, and therefore the tags
of the documents in PG(dx) should also be applicable to dx.
We can aggregate the tags of these documents and use them
to predict the tags of dx. We consider two different meth-
ods of aggregating the tags of documents in PG(dx). Firstly,
we consider a simple averaging method: we come up with a
set of tags with their weights equal to the average of their
weights in documents in PG(dx). Let W a

dx
= (T a

dx
, wa

dx
) rep-

resents the prediction (superscript a means average aggre-
gation), where T s

dx
is the set of tags and ws

dx
is a function

that returns the weight of the tags. Our first method of
aggregation is given by:

T a
dx

=
⋃

d∈PG(dx)

Td (17)

wa
dx

(t) =
1

|PG(dx)|
∑

d∈PG(dx)

wd(t) (18)

In addition, by assuming that an induced link of higher
confidence will connect a more related document to dx, we
also consider a slightly more sophisticated method of ag-
gregation by taking the confidence of the link into account.
Let conf(d1 =⇒ d2) be the confidence of the user-induced
link from d1 to d2. Our second method of aggregation is
given by W w

dx
= (T w

dx
, ww

dx
) (superscript w means weighted

aggregation), where

T w
dx

=
⋃

d∈PG(dx)

Td (19)

ww
dx

(t) =

∑
d∈PG(dx) wd(t)× conf(d =⇒ dx)∑

d∈PG(dx) conf(d =⇒ dx)
(20)

Note that our proposed method of predicting the tags of
a document is similar to the k-nearest-neighbour algorithm,
in which the class label of an item is determined by those
that are closest to it, except that in our case the number
of neighbours of a document is not fixed and depends on
the number of user-induced links that have this document
as their common target. In other words, tag prediction can
also be considered as a classification problem. Performance
of user-induced links in tag prediction is therefore indicative
of their usefulness in Web document classification.

5.2 Experiments
From our data sets, we select a set of testing documents

that have at least 5 incoming user-induced links and at least
5 incoming hyperlinks from other documents to ensure that
we have enough data for the prediction process. After the
filtering process we obtain a total of 1,241 documents sat-
isfying the above conditions. On average a document in
the set has 9 incoming user-induced links and 14 incoming
hyperlinks. We use the average aggregation method to gen-
erate predictions from hyperlinks (as they do not have any
confidence values), and use both average and weighted ag-
gregation method to generate predictions from user-induced
hyperlinks.

We measure the performance of the predictions by using
NDCG as well as precision at the nth item. Precision at
the nth item is calculated by measuring the precision of the

first n tags, i.e. the top n tags with largest weights, in the
prediction. On the other hand, NDCG as a performance
measure works effectively in the same way as described in
Section 3.1. We use NDCG mainly to investigate whether
the predictions are accurate in terms of the ordering of the
tags. In our experiments, we use the tags assigned to the
documents by the users in Delicious as the ground truth.

Figure 5(a) shows the precision levels of the predictions
for different values of n. We can see that predictions based
on user-induced links are significantly more accurate that
those based on existing hyperlinks, with precision of 90%
or higher for the first 20 tags. The performance of using
weighted aggregation gives slightly better results than using
average aggregation. Note that the number of predicted
tags is always larger than the actual number of unique tags
assigned to the document in Delicious since we do not impose
any threshold on the weight of the tags. Given the fact that
precision decreases as we consider more and more tags in the
prediction, it can be concluded that correct tags are usually
given higher weights in the prediction than wrong tags. This
is confirmed by the results given by the NDCG measure.

Figure 5(b) shows the NDCG values of the predictions
when different number of top predicted tags are considered.
Again, we see that predictions based on user-induced links
attain significantly higher values than those based on exist-
ing hyperlinks, and that weighted aggregation gives slightly
better results than average aggregation. Judging from the
fact that the NDCG values of the predictions are always
higher than 0.9, the user-induced links represent a good ba-
sis for predicting even the relative importance of different
tags to a document. An interesting result is that the values
of NDCG do not change much at different positions. They
are more or less constant even we consider more tags in the
predictions. This is in fact related to the popularity of the
tags. We observe that the number of times the tags are
used on a document usually follows the power law, with a
few tags very popular among the users and a large number
of tags that are only favoured by a small number of users.
Hence, once the first few tags are correctly predicted a high
NDCG value will be obtained, and subsequent correct or
incorrect predictions will not change the value significantly.

6. DISCUSSION
Our study reveals that implicit relations between Web

documents can be discovered by examining user preferences
and document similarity embedded in a folksonomy. We
also show that user-induced links are very different from ex-
isting hyperlinks in several different aspects, including the
proportion of links between documents from the same do-
main, the number of users interested in the documents and
the similarity between the documents.

An important aspect of the Web revealed by this study
is that, at least within a collaborative tagging environment,
there is a big difference between the perspective of Web au-
thors and that of Web readers [2]. This can also be framed
as a difference between the expectation of Web designers and
the behaviour of Web surfers, or even a difference between
Web 1.0 and Web 2.0. Hyperlinks are supposed to provide
users with recommendations of related documents, but it
turns out that users find out interesting documents very of-
ten without the help of hyperlinks. This suggests that it is
very desirable to complement the existing link structure on
the Web with information of user preferences.
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Figure 5: (a) Precision levels of predictions at different number of tags. (b) Normalised discounted cumulative
gain (NDCG) of the predictions. (A) means average aggregation of tags, and (W) means weighted aggregation
of tags.

However, providing suggestions of hyperlinks to authors
by using information of user preferences may only be a lim-
ited solution to the problem. In the course of our study,
as we have mentioned in Section 4.2.2, we discover many
induced links between Web sites that can be considered as
rivals or competing for readership. Hence, it is not realis-
tic to expect that authors of these Web sites would create
such hyperlinks. In addition, it may as well be the authors’
intention to limit the number of hyperlinks due to various
reasons.

In the end, it may be worthwhile to consider something
like an open hypermedia structure [4] backed by a collabo-
rative tagging system. Links between different Web docu-
ments are induced from the collective behaviour of the users,
and are maintained externally with respect to the documents
involved. These links represent the perspective of the users
on how documents on the Web should be linked to each
other. There are also possibilities of working towards se-
mantic links since documents have been assigned tags by
users. For example, when we generate user-induced links
between documents that are all assigned the tag cooking,
induced links between these URLs can be described by the
tag, giving the users an idea of why these URLs are linked.
In other words, user-induced links have great potentials to
be further studied.

7. RELATED WORK
As long as browsing behaviour is concerned, it is obvious

that collaborative tagging systems represent only one of the
data sources (albeit a new and popular one from which data
can be easily collected) from which relations between Web
documents can be induced. Xue et al. [22], while working
on improving search within a single Web site, apply associa-
tion rule mining to Web logs to find out pairs of documents
that are frequently visited by users of the Web site. The au-
thors call this kind of implicit relation between documents
implicit links. Similar to the results we have reported in
Section 4.2.1, they find that the overlap between the set of
implicit links and explicit links is small (11%). It is also re-
ported that running the PageRank algorithm on the implicit
links gives better performance in retrieval than on the ex-
plicit links alone. Along the same line of thought, Kazienko
and Pilarczyk [8] propose to use this kind of implicit links
to assess the quality of hyperlinks.

Shen et al. [18] present a method to generate implicit
links from search engine query logs for the purpose of clas-
sifying Web documents. They propose that two documents
are linked by an implicit link if they are both chosen (clicked)
under the same query submitted by the same user. The au-
thors find that making use of these implicit links improve
results of Web document classification, due to the fact that
implicit links tend to connect similar documents. However,
we note that Web logs and query logs do not necessarily
show the positive preferences of the users, as we cannot be
sure that a user is interested in a document simply because
he has visited it or because he has clicked on it after submit-
ting a query. On the contrary, users tag a document usually
because they are interested in it. Hence, we believe folk-
sonomies provide more reliable data for studying implicit
links between documents.

The act of identifying similar documents within a folk-
sonomy can be considered as inducing links from the user
behaviour. For example, Markines et al. [11] describe a sys-
tem, GiveALink, which involves a global semantic similarity
network to capture relationships among resources. The au-
thors suggest that semantic similarity can be treated as an
alternative way of navigating the Web by suggesting users
to visit a page similar to the one being visited.

Considering that two documents are similar and related
to each other based on the tags assigned to them is a very
common idea among studies of folksonomies. However, such
idea has only been seen in implementing recommendation
systems using collaborative tagging (e.g. [14, 19, 20]). More
works can be found on establishing relations between users
(community discovery) or relations between tags (ontology
or semantic network generation). For example, Mika [13]
shows that explicitly considering the behaviour of the users
can lead to better networks of tags that represent the re-
lations between the tags from the perspective of the user
community.

Tag prediction is also studied in some previous works.
Heymann et al. [6] apply association rule mining to dis-
cover relations – e.g. documents with the tag w3c are likely
to be assigned web as well – between tags, and use these
relations to predict tag assignments. Budura et al. [3] pro-
pose to use neighbourhood information to predict whether
a tag should be assigned to a document. Their work is simi-
lar to our study of tag prediction in that they determine the
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suitability of a tag by examining its occurrence in the neigh-
bourhood of a document defined by the hyperlink structure.
However, these previous studies of tag prediction focus on
predicting additional tags to a document, rather than sug-
gesting tags to a document that has no tags as in our case.

In summary, while finding related documents within a
folksonomy is very commonly mentioned in the literature,
the idea that these relations can be realised as hyperlinks
between documents, and the idea of comparing these im-
plicit links with existing hyperlinks have eluded the research
community so far. Implicit links described in our work have
also not been considered for tag prediction or classification
in the literature.

8. CONCLUSION
We study user-induced links, a form of implicit relations,

between documents as discovered in collaborative tagging.
We show that both user preferences and tag similarity can
be used to generate many user-induced links, and approach
of using association rule mining generates very high quality
user-induced links because they are both highly preferred
by the users and connect documents that contain highly re-
lated content. We also show that user-induced links can be
used to predict tags of documents with a very high accuracy.
Our study reveals the difference between the perspectives of
authors and that of readers on the Web.

As we have discussed in the previous section, user-induced
links have great potentials, and therefore we wish to extend
our study in several different directions. In this study we
study these links by grouping documents under the same
tag. It would be worthwhile to relax this restriction and
study whether there exist cross-topic user-induced links. In
addition, our current study is mainly quantitative. We hope
to study the utilities of user-induced links by conducting user
studies in the future, so as to confirm whether these links are
useful from the perspective of Web users. Finally, we would
also like to extend our work to other collaborative tagging
systems to investigate any domain specific characteristics or
user behaviour that may result in a different kind of user-
induced links.
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